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Abstract
Sketch-based 3D shape retrieval, which returns a set of relevant 3D shapes based on users’ input sketch queries, has been receiving increasing attentions in both graphics community and vision community. In this work, we address the sketch-based 3D shape retrieval problem with a novel Cross-Domain Neural Networks (CDNN) approach, which is further extended to Pyramid Cross-Domain Neural Networks (PCDNN) by cooperating with a hierarchical structure. In order to alleviate the discrepancies between sketch features and 3D shape features, a neural network pair that forces identical representations at the target layer for instances of the same class is trained for sketches and 3D shapes respectively. By constructing cross-domain neural networks at multiple pyramid levels, a many-to-one relationship is established between a 3D shape feature and sketch features extracted from different scales. We evaluate the effectiveness of both CDNN and PCDNN approach on the extended large-scale SHREC 2014 benchmark and compare with some other well established methods. Experimental results suggest that both CDNN and PCDNN can outperform state-of-the-art performance, where PCDNN can further improve CDNN when employing a hierarchical structure.

Introduction
The human freehand sketch is a succinct, convenient and efficient way to visually record and present humans’ ideas. Along with the recent developments of consumer electronic devices (e.g., touch-pad mobile phones), freehand sketches are becoming one of the mainstream human-computer interaction methods, and are expected to become the base of many more applications. While sketches mainly convey abstract descriptions of objects, 3D shapes, on the other hand, contain the majority information that are required for industrial productions. In the traditional fashion of design operation processes, design ideas and intents are progressively and iteratively explored in the form of sketches at the initial stage, after which finalized drafts are transformed to digital 3D shapes, where this process is normally conducted manually and is very time consuming. As an improvement, a sketch-based 3D shape retrieval system can significantly simplify this process from the following two aspects: 1) statistical investigation (Gunn 1982) suggests that 80% of design work can benefit from directly reusing or modifying an existing design; 2) instead of manually transforming the draft design into digital forms, a final product prototype can be obtained by directly reusing or modifying a desired 3D shape selected from a pool of retrieved 3D shapes based on the input draft.

In this work, we address a novel and challenging designer-computer interaction task, sketch-based 3D shape retrieval. In order to alleviate the domain discrepancy between sketches and 3D shapes, we construct pyramid cross-domain neural networks (PCDNN), which map the mismatched sketch and 3D shape low-level representations to a unified feature space at multiple pyramid levels. The pyramid structure is defined by a fixed hierarchy of rectangular windows, and computes local histogram features within each subdivided image regions. Within each pyramid level, a cross-domain neural network (CDNN) pair with identical target layers for objects of the same category is learned. By extending a CDNN to the pyramid structure, multi-resolution sketch histograms are mapped to corresponding 3D shapes, so that the homogeneous information (i.e., shared commonness) between sketches and 3D shapes can be captured at finer levels when compared with a single-level structure that performs on the concatenation of all pyramid levels of sketch representations. When sketch queries pass through the learned neural networks, multi-resolution histogram features are computed and fed into corresponding neural networks, followed by which hidden layers are extracted from networks of all levels and concatenated as final representations. The pipeline of the proposed framework is shown in Figure 1. We evaluate the performance of CDNN and its pyramid extension separately on the large-scale extended SHREC 2014 sketch-based 3D shape retrieval benchmark. We conclude the main contributions of this work are as follows:

⋆ We address the challenging sketch-based 3D shape retrieval problem with neural network-based approaches, which can learn discriminative and domain-invariant representations for sketches and 3D shapes while does not require strong restrictions (e.g., the correspondence infor-
mation\textsuperscript{1}) for the training data.

\* We propose a CDNN approach, and extend CDNN to cooperate with a hierarchical structure (PCDNN), so that multi-resolution sketch histograms can be mapped to 3D shapes at increasingly fine resolutions.

\* Experimental results suggest both CDNN and PCDNN can achieve state-of-the-art performance on the large-scale extended SHREC 2014 benchmark, while PCDNN can further lead to a dramatic performance improvement over CDNN.

**Related Works**

A large number of works (Fang et al. 2015; Xie et al. 2015a; Novotni and Klein 2003; Xie et al. 2015b) have been proposed to address the 3D shape retrieval problem using 3D shape queries. Compared with these works, the sketch-based 3D shape retrieval (Li et al. 2012; 2013; 2014a) problem is closer to practical applications and more challenging. Li et al. (Li et al. 2014a) conduct comprehensive comparisons between six state-of-the-art sketch-based 3D shape retrieval methods from four participating groups on the SHREC 2014 benchmark report, where the overlapped pyramid of histograms of oriented gradients (OPHOG) and the similarity constrained manifold ranking (SCMR) methods proposed by Tatsuma’s group lead the best performance on the score-board.

Existing sketch-based 3D shape retrieval techniques can be categorized in two groups: 1) approaches (Liu et al. 2008; Liu, Chen, and Tang 2011; Wang et al. 2009; Leclerc and Fischler 1992) that intend to inflate sketch drawings to 3-dimensional space according to heuristic rules (e.g., line parallelism, polyhedron symmetry, corner orthogonality, etc); 2) approaches (Yoon et al. 2010; Pu and Ramani 2005; Pu, Lou, and Ramani 2005; Li et al. 2014b) that aim to directly alleviate the divergence between heterogeneous domains by learning domain invariant metrics.

Sketch-based 3D shape retrieval remains a challenging task in the community due to three reasons: 1) there does not exist a recognized representation for sketch data; 2) establishing the matches from the sketch domain to the 3D shape domain or vice versa is difficult; 3) many previous approaches that use 2D rendered projection images for representing 3D shapes suffer from the view variance and deformation problem. As solutions to these difficulties, 1) we, as the first attempt, apply the Sparse Coding Spatial Pyramid Matching (ScSPM) (Yang et al. 2009) feature, which has been a powerful handcrafted representation for regular images, for sketch representation; we propose a novel pyramid cross-domain neural networks architecture, which is motivated by the pyramid schemes (Lazebnik, Schmid, and Ponce 2006; Yang et al. 2009), for sketch-based retrieval; 3) we use the view-invariant Local Depth Scale-Invariant Feature Transform (LD-SIFT) (Darom and Keller 2012) feature for representing 3D shapes, and directly input the 3D shape features instead of 2D rendered images to the cross-domain neural networks. Wang et al. (Wang, Kang, and Li 2015) recently also propose a neural network-based method for sketch-based 3D shape retrieval. While they learn Convolutional Neural Networks (CNN) (Krizhevsky, Sutskever, and Hinton 2012) on the image level by projecting 3D shapes to 2D images, our approach directly learns the cross-domain mapping between 2D sketch features and 3D shape features. Though our network architecture is much simpler, our PCDNN approach can achieve state-of-the-art performance on the SHREC14 dataset.

**Pyramid Cross-Domain Neural Networks**

**Category-Specific Neural Networks**

We consider $X = \{x^1, x^2, \ldots, x^P\} \in \mathbb{R}^{K \times P}$ as the input $K$-dimensional feature, $+1$ as an intercept term and...
\{w^1, w^2, \ldots, w^K\} and \(b\) as neuron parameters. The output of such a neuron \(h_{W,b}(x^p)\) can be computed as:

\[
h_{W,b}(x^p) = f(\sum_{k=1}^{K} w_k x_k^p + b), \tag{1}
\]

where the function \(f(\cdot)\) is chosen as the sigmoid function:

\[
f(z) = \frac{1}{1 + \exp(-z)}, \tag{2}
\]

which scales the output \(f(z)\) to in the range \([0,1]\). An activation function \(f(\cdot)\) takes a vector as the input and outputs a value. For convenience purposes, the common practice is to extend \(f(\cdot)\) to apply to vectors in an element-wise fashion (i.e., \(f([z_1, z_2, z_3]) = [f(z_1), f(z_2), f(z_3)]\)).

A neural network can be constructed by assembling a set of neurons. We consider a 3-layer neural network, where \(W\) is the balancing parameter and \(\lambda\) is the target vectors to instances that come from the same class. An illustration on the weights:

\[
\{x^1, x^2, \ldots, x^P\} \in \mathbb{R}^{K \times P} \text{ be the } K\text{-dimensional target values at the target layer, where } P \text{ is the number of instances. When the input data } X \text{ are fed into the neural network, the weights on each neuron are optimizing towards the minimum discrepancy between } X \text{ and } \hat{X}. \text{ Once the weights are optimized, the hidden layer values } Y = \{y^1, y^2, \ldots, y^P\} \in \mathbb{R}^{N \times P} \text{ are extracted as the } N\text{-dimensional feature of the input sample. We aim to obtain a network that can demonstrate strong extrapolation capability for new query instances. Thus, we enforce discriminative constraints to the target layers by setting identical target vectors to instances that come from the same class. An illustration of the category-specific neural network for 3D shapes is given in Figure 2. At the target end, all 3D shapes in the “airplane” category are mapped to the same vector, while all 3D shapes in the “cars” category are mapped to a different vector. The objective function for learning a category-specific neural network can be formulated as:

\[
\arg\min_{W,b} \frac{1}{P} \sum_{i=1}^{P} \|\hat{x}^i - h_{W,b}(x^i)\|^2 + \lambda \sum_{l=1}^{L} \|W^l\|^2, \tag{3}
\]

\[
\text{arg}\min_{W_s, b_s} \frac{1}{P_s} \sum_{i=1}^{P_s} \|\hat{x}^i_s - h_{W_s, b_s}(x^i_s)\|^2 + \lambda \sum_{l=1}^{L} \|W^l_s\|^2, \tag{4}
\]

\[
\text{arg}\min_{W_m, b_m} \frac{1}{P_m} \sum_{i=1}^{P_m} \|\hat{x}^i_m - h_{W_m, b_m}(x^i_m)\|^2 + \lambda \sum_{l=1}^{L} \|W^l_m\|^2, \tag{5}
\]

\[
\text{s.t. } \hat{x}^i = \hat{x}^i_s = \hat{x}^i_m, \text{ if } q(x^i) = q(x^i_s) = q(x^i_m).
\]

where \(W_s, b_s, W_m\) and \(b_m\) are parameters of the sketch network and the 3D shape network respectively. As explained in Section 2, the target vectors \(X_s = \{\hat{x}_s^1, \hat{x}_s^2, \ldots, \hat{x}_s^{P_s}\} \in \mathbb{R}^{K_s \times P_s}\) and \(X_m = \{\hat{x}_m^1, \hat{x}_m^2, \ldots, \hat{x}_m^{P_m}\} \in \mathbb{R}^{K_m \times P_m}\) are predefined, and do not change over the optimization of Equation (4). Thus, optimizing CDNN can be seen as separately optimizing two independent neural networks. Once we obtain the optimum \(W, b_s, W_m\) and \(b_m\), neuron values in \(L_2\) layers are extracted as the representations when sketch and 3D shape features pass through the networks.

Cross-Domain Neural Networks

We use the ScSPM (Yang et al. 2009) feature for representing sketches and the LD-SIFT (Darom and Keller 2012) feature for representing 3D shapes, and let \(X_s = \{x_s^1, x_s^2, \ldots, x_s^{P_s}\} \in \mathbb{R}^{K_s \times P_s}\) and \(X_m = \{x_m^1, x_m^2, \ldots, x_m^{P_m}\} \in \mathbb{R}^{K_m \times P_m}\) be the sketch features. In our implementation, these vectors are simply defined as random vectors. Experimental results suggest that setting the targets \(X\) as random vectors can result in good performance. Our observations are also consistent with the results reported in (Zhang et al. 2013) and (Bingham and Mannila 2001).
Pyramid Cross-Domain Neural Networks

Due to the fact that sketches often present in noisy, incomplete and discontinuous natures, and that sketches and 3D shapes normally present in highly variant forms, we further propose a pyramid structure for learning multiple CDNN in a parallel fashion, so that the homogeneous information across both sketch and 3D shape domains can be mined more aggressively. We follow the ScSPM (Yang et al. 2009) framework to construct hierarchical representations of sketches. Regular SIFT (Lowe 1999) features are extracted from 16 × 16 patches of sketch images, and projected to a 1024-dimensional dictionary while constraining on the sparsity of projection coefficients. Max-pooling is applied to the sparse codes at 3 layers, which divide a sketch image into 1 × 1, 2 × 2 and 4 × 4 patches. Instead of directly concatenating the pooling results of all patches and feeding a global \((1 \times 1 + 2 \times 2 + 4 \times 4) \times 1024 = 21504\)-dimensional feature to the neural networks \(i.e.,\) the CDNN approach, we extract pooling results at each pyramid level and particularly train a CDNN that describes the connections between 3D shape features and sketch features at this level. When sketch and 3D shape features pass through PCDNN, the values at the hidden layer of each pyramid network are extracted and concatenated as the final representations for sketches and 3D shapes respectively (as shown within the red dashed rectangles).

Optimization

Obtaining optimum parameters a neural network is a regression problem. Since above neural networks can be optimized in the same manner, we use the notations in Section without loss of generality. Let \(R\) denote the number of nodes in a layer, we define

\[
J(W, b) = \frac{1}{P} \sum_{j=1}^{P} \| \hat{x}^j - h_{W,b}(x^j) \|^2_2 + \lambda \sum_{l=1}^{L} \sum_{j=1}^{R} \sum_{k=1}^{R+1} \| W^l_{jk} \|^2.
\]

(5)

Since \(J(W_s, b_s)\) is a non-convex function, computing a minimum \(J(W_s, b_s)\) using the gradient descent solution suffers the local optima problem. However, practical experience suggests that gradient descent is still an applicable approach for solving this problem (Ng 2011). In each iteration of gradient descent, the parameters \(W_s\) and \(b_s\) are updated by the partial derivatives of \(J(W_s, b_s)\), which can be described as:

\[
\frac{\partial}{\partial W^l_{jk}} J(W, b) = \left[ \frac{1}{P} \sum_{j=1}^{P} \frac{\partial}{\partial W^l_{jk}} J(W, b, x_k^j, \hat{x}_k^j) \right] + \lambda W^l_{jk}
\]

\[
\frac{\partial}{\partial b_j} J(W, b) = \frac{1}{P} \sum_{j=1}^{P} \frac{\partial}{\partial b_j} J(W, b, x_k^j, \hat{x}_k^j)
\]

(6)

The backpropagation algorithm (Werbos 1990), (Bengio 2009) can be applied for computing the partial derivatives efficiently. We first compute the “forward” activations through the neural network based on the descriptions in Section, and store the output of the sigmoid function as \(a^l = h_{W^l,b^l}(X)\) at a neuron in layer \(l\). Then, the error of each node \(j\) in layer \(l\) can be computed based on the node error in layer \(l + 1\):

\[
\delta^l_j = \left( \sum_{k=1}^{R+1} W^l_{jk} \delta^{l+1}_k \right) f'(\sum_{k=1}^{R} w^l_k x_k + b^l_k),
\]

(7)

such that the partial derivatives can be computed as:

\[
\frac{\partial}{\partial W^l_{jk}} J(W, b) = a^l_k \delta^l_j
\]

\[
\frac{\partial}{\partial b_j} J(W, b) = \delta^l_j.
\]

(8)

Since the sigmoid function is chosen, the derivative function \(f'(z) = f(z)(1 - f(z))\). At the target layer, the error \(\delta^l_k\) can be directly measured from the value at the output neuron \(j\) and its corresponding regression value using:

\[
\delta^l_k = \frac{\partial}{\partial x^j_k} \frac{1}{2} \| \hat{x}^j - h_{W,b}(x) \|^2
\]

\[= -(\hat{x}^j - a^l_k) f'(\sum_{k=1}^{R} w^l_k x_k + b^l_k).
\]

(9)

When the gradient decent algorithm converges or a maximum iteration number \(M\) is reached, the approximately optimal parameters \(W^*\) and \(b^*\) can be obtained.

Retrieval

We denote \(\hat{Y}_q\) as encoded query features and \(\hat{Y}_s\) as encoded 3D shape features. In order to rank 3D shapes according to query sketches, we compute the dissimilarity matrix \(D'\) based on \(\hat{Y}_q\) and \(\hat{Y}_s\) based using the Euclidean distance.

\[
D'_{ij}(\hat{Y}_q, \hat{Y}_s) = \sqrt{(\hat{Y}_q^i - \hat{Y}_s^j)^2},
\]

(10)

Then, ranking can be carried out based on the ascend order of each row of the dissimilarity matrix, \(i.e.,\) the lower the entry value \(D'_{ij}\) is, the more relevant the 3D shape \(\hat{Y}_s^j\) and the query sketch \(\hat{Y}_q^i\) are.

Experiments

Dataset and Settings

The proposed methods are evaluated on the large-scale extended SHREC 2014 sketch-based 3D shape retrieval benchmark (Li et al. 2014a). The benchmark contains 13,680 sketches and 8,987 3D shapes from 171 classes. The number of sketches in each class equals to 80, and the number of 3D shapes in each class varies from 1 to 632. The sketches are further split into the training part and the testing part, which contain 8550 and 5130 sketches respectively. We strictly follow the experimental settings in (Li et al. 2014a) and report the performance of our proposed methods by using the training dataset, the testing dataset and the complete benchmark as queries respectively. The sketch data used for training does not overlap with the data used for testing, and
the 3D shape data are always the same in all runs. The results reported on the complete benchmark are obtained by 10-fold cross-validation, that the sketch data are split into 10 partitions (i.e., 8 out of 80 sketches are selected from each category in each partition), and one partition is used as testing while the remaining are used as training in each of ten rounds.

LD-SIFT (Darom and Keller 2012) features are extracted from 3D shapes based on the Difference of Gaussians (DoG)-based detector (Darom and Keller 2012). In order to obtain global representations of the 3D shapes, the Bag-of-Words (BoW) paradigm is applied to the local LD-SIFT features by projecting these features onto a 1024-dimensional dictionary. Sketches are represented by the ScSPM (Yang et al. 2009) model, where the feature dimensions for the bottom level, the middle level and top level are 16384, 4096 and 1024, respectively. In order to fix the same feature dimension for inputs of all levels, Principal Component Analysis (Moore 1981) is applied to features at the bottom and middle level. We also fix the feature dimensions for the hidden layer and target layer as 1024. For the single-level CDNN approach, PCA is applied to the concatenated 21504-dimensional features to 1024 dimensions.

The restricted Boltzmann machine (RBM) (Hinton and Salakhutdinov 2006) is used for pre-training. The numbers of iterations for RBM and backpropagation are set as 50 and 500, respectively, and the balancing parameter $\lambda$ is set as 0.001.

**Experimental Results and Discussions**

The 7 commonly used evaluation metrics, Nearest Neighbor (NN), First Tier (FT), Second Tier (ST), E-Measure (E), Discounted Cumulated Gain (DCG) and Average Precision (AP) (Shilane et al. 2004), are used for evaluating the performance of the proposed methods. Considering the unbalanced number of 3D shapes within different classes, we follow (Li et al. 2014a) and adopt the reciprocally weighted evaluation metric for performance comparisons in our experiment, where lower weights are assigned to categories that contain less available 3D shapes. We compare with the state-of-the-arts methods, Bag-of-Features of Dense SIFT (BF-DSIFT), Cross-Domain Manifold Ranking (CDMR), Shape Context Matching (SBR-VC), Overlapped Pyramid of Histograms of Oriented Gradients (OPHOG), Similarity Constrained Manifold Ranking-Overlapped Pyramid of Histograms of Oriented Gradients (SCMR-OPHOG) and Bag-of-Features Junction-based Extended Shape Context (BOF-JESC) (Li et al. 2014a). The performance comparisons of the training dataset, the testing dataset and the complete benchmark under the weighted evaluation metric are given in Table 1. Due to the space limit, we only show the best results of methods summarized in (Li et al. 2014a). Complete comparisons with different parameter settings of these methods are given by the Precision-Recall (PR)-curves in Figure 3.

In order to demonstrate the effectiveness of these transfer learning techniques, we also show the retrieval results when transfer learning techniques are not applied to low-level sketch and 3D shape features (NT). Experimental results suggest both CDNN and PCDNN can achieve the state-of-the-arts performance, and PCDNN can further achieve significant improvements over CDNN when multiple neural networks are trained. Since the PR-curves for both the common and weighted evaluation metrics are the same, only
one group of PR-curves for the training dataset, the testing dataset and the complete benchmark are plotted. We can observe that the PR-curve of PCDNN leads a large margin over the PR-curve of SCMR-OPHOG approach at lower recall rates (approximately less than 0.4), while the former drops below the latter at higher recall rates. This nature shows the superiority of CDNN and PCDNN for highly ranked documents. On the other hand, the larger performance improvements of CDNN and PCDNN in terms of NN, FT, ST, E and DCG scores, which measure the precisions of top ranked results instead of the whole ranking list, can also validate this. Compared to the unweighted performance metric, CDNN and PCDNN achieve more remarkable performance improvements under the reciprocally weighted metric. The higher precession values of SCMR-OPHOG at higher recall levels denote better performance when including some less highly ranked documents, however, users are more interested in highly ranked documents for retrieval tasks. Most importantly, our methods achieve higher overall scores under all criterion. The retrieval results of 5 categories in the complete benchmark are also given in Figure 4, where the score on the top of each retrieved 3D shape denotes the relative confidence according to the sketch query and each red rectangular denotes a false positive instance.

**Conclusion and Future Work**

In this work, we addressed the challenging sketched-based 3D shape retrieval problem with neural network-based approaches. By jointly learning a pair of category-specific neural networks while allocating identical target vectors at the target layers of both networks, sketches and 3D shapes can present in a unified feature space with reduced magnitudes of cross-domain discrepancies when their original low-level features pass through the neural network pair. We further developed a hierarchical learning paradigm, PCDNN, which maps sketch images to 3D shapes using multiple CDNN at different levels, so that the homogeneous information across both domain can be mined in a more aggressive fashion. Since both CDNN and PCDNN do not require any correspondence information during the learning process, they are superior to many other transfer learning methods, and can be easily generalized. We evaluated the effectiveness of both CDNN and PCDNN on the extended large-scale SHREC 2014 benchmark. Sufficient experimental results suggest both methods can achieve the state-of-the-art performance, and PCDNN can further improve CDNN when cooperating with the pyramid learning structure.

In the future work, we plan to investigate if the performance can be improved by cooperating with deep learning architectures (e.g., increasing the number of neural network layers), or when increasing the number of pyramid levels. Also, we plan to investigate the possibility of employing an existing three-dimensional CNN that operates on 3D shapes while shares an identical softmax layer with a two-dimensional CNN that operates on sketches.
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